Recognizing People’s Faces: from Human to Machine Vision
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Abstract—As confirmed by recent neurophysiological studies, the use of dynamic information is extremely important for humans in visual perception of biological forms and motion. Apart from the mere computation of the visual motion of the viewed objects, the motion itself conveys far more information, which helps understanding the scene. This paper provides an overview and some new insights on the use of dynamic visual information for face recognition. In this context, not only physical features emerge in the face representation, but also behavioral features should be accounted. While physical features are obtained from the subject’s face appearance, behavioral features are obtained from the individual motion and articulation of the face. In order to capture both the face appearance and the face dynamics, a dynamical face model based on a combination of Hidden Markov Models is presented. The number of states (or facial expressions) are automatically determined from the data by unsupervised clustering of expressions of faces in the video. The underlying architecture closely recalls the neural patterns activated in the perception of moving faces. Preliminary results on real video image data show the feasibility of the proposed approach.
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I. INTRODUCTION

Because of its natural interpretation (human visual recognition is mostly based on face analysis) and the low intrusiveness, face-based recognition, among others, is one of the most important biometric trait. There are many lessons we may learn from natural systems. Among them the use of minimal energy is a natural principle of paramount importance. Many natural mechanisms strongly rely on this principle. This paper highlights some basic principles related to living systems to gather insights on sensory data acquisition and processing for recognition [1].

Recently, the analysis of video streams of face images has received an increasing attention [2], [3], [4], [5], [6], [7], [8], [9]. A first advantage in using video is the possibility of employing redundancy present in the video sequence to improve still images recognition systems. One example is the use of voting schemes to combine results obtained for all the faces in the video, or the choice of the faces best suited for the recognition process. Another possibility is to use video sequence to build a 3D representation or super-resolution images. Besides these motivations, recent psychophysical and neural studies [1], [10] have shown that dynamic information is very crucial in the human face recognition process. These findings inspired the development of true spatio-temporal video-based face recognition systems [2], [3], [4], [5], [6], [7], [8], [9].

The example system described in this paper makes use of physiological and behavioral visual cues for person authentication, based on pseudo hierarchical Hidden Markov Models (HMM). The method is based on the modeling of the entire video sequence with an HMM in which the emission probability function of each state consists in another HMM itself (see Fig. 5), resulting in a pseudo-hierarchical HMM. This complex structure represents a well founded, fully probabilistic, approach to face perception based on video modeling.

Several comparative examples are presented showing the advantages of processing animated face video sequences.

II. NEUROPHYSIOLOGY AND INFORMATION PROCESSING

Neural systems that mediate face recognition appear to exist very early in life. In normal infancy, the face holds particular significance and provides nonverbal information important for communication and survival [11].

Face recognition ability is present during the first 6 months of life, while a visual preference for faces and the capacity for very rapid face recognition are present at birth [12], [13]. By 4 months, infants recognize upright faces better than upside down faces, and at 6 months, infants show differential event-related brain potentials to familiar versus unfamiliar faces [14], [15]. Apart from speech, face analysis is certainly the first and major biometric cue used by humans and therefore very important to study accurately.

Early studies on face recognition in primates revealed a consistent neural activity in well identified areas of the brain, mainly involving the temporal sensory area. More recent research revealed that this is not the case, but many different brain areas are taken into play at different stages of face analysis and recognition. This also recalls the need for a very complex representation including both photometric and dynamic information on the facial characteristics.
A. Neural mapping of face representations

Much is known about the neural systems that subserve face recognition in adult humans and primates. Face-selective neurons have been found in the inferior temporal areas (TEa and TEm), the superior temporal sensory area, the amygdala, the ventral striatum (which receives input from the amygdala) and the inferior convexity [16]. Using functional magnetic resonance imaging (fMRI), an area in the fusiform gyrus was found significantly activated when the subjects viewed faces [17], [18], [19]. Within this “general face activation area” specific regions of interest have been reported responding significantly more strongly to passive viewing of face-specific stimuli. An fMRI study on individuals with autism and Asperger syndrome a failure to activate the fusiform face area during face processing. Damage to fusiform gyrus and to amygdala results in impaired face recognition [20], [21]. Parts of the inferior and medial temporal cortex may work together to process faces. For example, the anterior inferior temporal cortex and the superior temporal sulcus project to the lateral nucleus of the amygdala, with the amygdala responsible for assigning affective significance to faces, and thus affecting both attention and mnemonic aspects of face processing [22], [23].

A recent fMRI analysis on the neural architecture subduing face perception, revealed an interesting relation between perceptual task and neural activation. It seems that face-sensitive areas are involved also in the recognition of non-face objects such as houses, cars and animals, while specific tasks related to faces also involve non-face areas in the brain [24]. This study suggests a double architecture for face perception, formed by two connected neural activation patterns: the former devoted to process static, unchanging and invariant features of the face; the latter devoted to the analysis of changing features in the face. This architecture is also in agreement with other works on the recognition of biological motion and its relation to face perception [1], [25]. Knight et al. discovered that motion improves face recognition in difficult tasks (i.e. when 3D features are missing or the face pose is unexpected). The work by Vaina et al. also relates motion perception to face-related visual tasks. The presented fMRI study reveals a multiple activation whenever the perceptual task involves motion and shape recognition of living creatures. This also implies that the neural activation is not limited to a fixed pattern, but more strongly depends on the visual task than on the viewed subject.

B. Relevance of the time dimension

The high specialization of specific brain areas for face analysis and recognition motivates the relevance of faces for social relations. On the other hand, this suggests that face understanding is not a low level process but involves higher level functional areas in the brain. These, in turn, must rely on a rich series of low level processes applied to enhance and extract face-specific features. Facial features are not simply distinctive points on the segmented face, but rather a collection of image features representing specific (and anatomically stable) areas of the face such as the eyes, eyebrows, ears, mouth, nostrils etc. Other, subject-specific, features are also included, such as the most famous Marilyn Monroe’s naevus [26], [27].

As shown by Vaina et al. [25], the visual task strongly influences the areas activated during visual processing. This is specially true for face perception, where not only face-specific
areas are involved, but a consistent neural activity is registered in brain areas devoted to motion perception and gaze control.

The time dimension is involved also when unexpected stimuli are presented [1]. Humans can easily recognize faces which are rotated and distorted up to a limited extent. The increase in time reported for recognition of rotated and distorted faces implies: the expectation on the geometric arrangement of facial features, and a specific process to organize the features (analogous to image registration and warping) before the actual recognition process can take place. On the other hand, it has been shown that the recognition error for an upside-down face decreases when the face is shown in motion [1].

From the basic element related to the face shape and color, subduing a multi-area neural activity, cognitive processes are started not only to determine the subject’s identity, but also to understand more abstract elements (even uncorrelated to the subject’s identity) which characterize the observed person (age, race, gender, emotion etc.). These, in turn, also recall task-specific processes, such as motion analysis and facial features tracking for understanding emotion-specific patterns [25], [28], [29], [30], [31], [32], [33].

III. VIDEO-BASED FACE IMAGE ANALYSIS

Conversely to previous assumptions and theories of human neural activity, face perception does not involve a single, well-defined area of the brain. It seems that the traditional "face area" is responsible for the general shape analysis but it is not sufficient for recognition as well for other tasks. In the same way, face recognition by computers can not be seen as a single, monolithic process, but several representations must be devised into a multi-layered architecture.

An interesting approach to multi-layer face processing has been proposed by Haxby [24]. The proposed architecture (sketched in figure 4) divides the face perception process into two main layers: the former devoted to the extraction of basic facial features and the latter processing more changeable facial features such as lip movements and expressions.

It is worth noting that the encoding of changeable features of the face also captures some behavioral features of the subject, i.e. how the facial traits are changed according to a specific task or emotion.

This double layered architecture can be represented by two distinct but similar processing units devoted to two distinct tasks. The system proposed in the remainder of the paper proposes the use of the Hidden Markov Models as elementary units to build a double layer architecture to extract shape and motion information from face sequences. The architecture is based on a multi-dimensional HMM which is capable of both capturing the shape information and the change in appearance of the face. This multi-layer architecture was termed Pseudo Hierarchical Hidden Markov Model to emphasize the hierarchical nature of the process involved [34].

IV. HIDDEN MARKOV MODELS AND PSEUDO HIERARCHICAL HIDDEN MARKOV MODELS

A discrete-time Hidden Markov Model $\lambda$ can be viewed as a Markov model whose states cannot be explicitly observed. A probability distribution function is associated to each state, modeling the probability of emitting symbols from that state [35]:

- $H = \{H_1, H_2, \cdots, H_K\}$ the finite set of the possible hidden states;
- the transition matrix $A = \{a_{ij}, 1 \leq j \leq K\}$ representing the probability to go from state $H_i$ to state $H_j$;
- the emission matrix $B = \{b(o|H_j)\}$, indicating the probability of the emission of the symbol $o$ when system state is $H_j$; typically continuous HMM were employed: $b(o|H_j)$ is represented by a Gaussian distribution;
- $\pi = \{\pi_i\}$, the initial state probability distribution, representing probabilities of initial states;

Fig. 4. A model of the distributed neural system for face perception (reproduced from [24]).
For convenience, we denote an HMM as a triplet $\lambda = (A, B, \pi)$.

Given a set of sequences $\{S^k\}$, the training of the model is usually performed using the standard Baum-Welch re-estimation [35]. During the training phase, the parameters $(A, B, \pi)$ that maximize the probability $P((S^k) | \lambda)$ are computed. The evaluation step (i.e. the computation of the probability $P(S | \lambda)$, given a model $\lambda$ and a sequence $S$ to be evaluated) is performed using the forward-backward procedure [35].

A. Pseudo Hierarchical-HMM

The emission probability of a standard HMM is typically modelled using simple probability distributions, like Gaussians or Mixture of Gaussians. Nevertheless, in the case of sequences of face images, each symbol of the sequence is a face image, and a simple Gaussian may not be sufficiently accurate to properly model the probability of emission. In the PH-HMM, the emission probability is modelled using another HMM, which has been proven to be very accurate in describing faces [36], [37], [38], [39].

Fixed the number of states $K$ of the PH-HMM, for each class $C$ the training is performed in two sequential steps:

1) Training of emission. The first level sequence $S^k = s^k_1, s^k_2, \ldots, s^k_T$ is “unrolled”, i.e. the $\{s^k_i\}$ are considered to form an unordered set $U$ (no matter the order in which they appear in the first level sequence). This set is subsequently split in $K$ clusters, grouping together similar $\{s^k_i\}$. For each cluster $j$, a standard HMM $\lambda_j$ is trained, using the second-level sequences contained in that cluster. These HMMs $\lambda_j$ represents the emission HMMs.

2) Training of transition and initial states matrices. Considering that the emission probability functions are determined by the emission HMMs, the transition and the initial states probability matrices of the PH-HMM are estimated using the first level sequences. The number of clusters determines the number of the PH-HMM states. In this phase, only the transition matrix and the initial state probability are estimated, since the emission has been already determined in the previous step.

Because of the sequential estimation of the PH-HMM components (firstly emission and then transition and initial state probabilities), the resulting HMM is a “pseudo” hierarchical HMM. In a truly hierarchical model, the parameters $A$, $\pi$ and $B$ should be jointly estimated, because they could influence each other [41].

This complex mathematical and statistical model of the sequence of face images can be divided into two layers:

- the former, a straightforward HMM encoding of the face, is devoted to capture the face shape and its static, invariant features;
- the latter, obtained from a clustering process of standard HMMs, is applied to represent the temporal evolution of the face, thus modeling the changeable features of the face.

This dual layer model closely resembles the neural architecture hypothesized by Haxby et al. [24] and reproduce in figure 4

V. AUTHENTICATION OF FACE SEQUENCES

A biometric authentication system is based on two steps: enrollment and identity verification. Given few video sequences captured from the subject’s face, the enrollment phase aims at determining the best PH-HMM modeling the subject’s face appearance. This model encompasses both the invariant aspects of the face and its changeable features. Identity verification is performed by projecting a captured face video sequence on the PH-HMM model belonging to the claimed identity.

The enrollment process consists on a series of sequential steps (for simplicity we assume only one video sequence $S = s_1, s_2, \ldots, s_T$, the generalization to more than one sequence is straightforward):

1) The video sequence $S$ is analyzed to detect all faces sharing similar expression, i.e. to find clusters of expressions. Firstly, each face image $s_i$ of the video sequence is reduced to a raster scan sequence of pixels, used to train a standard spatial HMM [36], [39]. The resulting face HMM models are clustered in different groups based on their similarities [42], [43]. Faces in the sequence with similar expression are grouped together, independently from their appearance in time. The number of different expressions are automatically determined from the data using the Bayesian Inference Criterion [44].

2) For each expression cluster, a spatial face HMM is trained. In this phase all the sequences of the cluster are used to train the HMM. At the end of the process, $K$ HMMs are trained. Each spatial HMM models a particular expression of the face in the video sequence. These models represent the emission probabilities functions of the PH-HMM.

3) The transition matrix and the initial state probability of the PH-HMM are estimated from the sequence $S = s_1, s_2, \ldots, s_T$, using the Baum-Welch procedure and the emission probabilities found in the previous step (see Sect. IV). This process aims at determining the temporal evolution of facial expressions over time. The number of
A. Spatial HMM modeling: Analysis of face form

The process to build spatial HMMs is used in two stages of the proposed algorithm: in clustering expressions, where one HMM is trained for each face, and in the PH-HMM emission probabilities estimation, where one HMM is trained for each cluster of faces. In the proposed approach, the local image structure is captured computing first and higher order statistics: the gray level mean, variance, Kurtosis and skewness (which are the third and the fourth moment of the data) [40].

After the image scanning and feature extraction process, a sequence of \( D \times R \) features is obtained, where \( D \) is the number of features extracted from each sub image (4), and \( R \) is the number of image patches. The learning phase is then performed using standard Baum-Welch re-estimation algorithm [35]. In this case the emission probabilities are all Gaussians, and the number of states is set to be equal to four. The learning procedure is initialized using a Gaussian clustering process, and stopped after likelihood convergence.

B. Clustering facial expressions

The goal of this step is to group together all face images in the video sequence with the same appearance, namely the same facial expression, independently of its position within the sequence. It is worth noting that this process does not imply a segmentation of the sequence into homogeneous, contiguous fragments. The resulting sequences rather represent the temporal evolution of the changeable features in the subject’s face.

Since each face is described with an HMM sequence, the expression clustering process is casted into clustering sequences represented by HMMs [45], [42], [46], [43]. Considering the unrolled set of faces \( s_1, s_2, \ldots, s_T \), where each face \( s_i \) is a sequence \( s_i = o_{i1}, o_{i2}, \ldots, o_{iT} \), the clustering algorithm is based on the following steps:

1) Train one standard HMM \( \lambda_i \) for each sequence \( s_i \).
2) Compute the distance matrix \( D = \{D(s_i,s_j)\} \), where \( D(s_i,s_j) \) is defined as:

\[
D(s_i,s_j) = \frac{P(s_j|\lambda_i) + P(s_i|\lambda_j)}{2}
\]

Since \( \lambda_i \) is trained using the sequence \( s_i \), the closer is \( s_j \) to \( s_i \), the higher is the probability \( P(s_j|\lambda_i) \). This is not a quantitative but rather a qualitative measure of similarity [43], [42].

3) Given the similarity matrix \( D \), a pairwise distance-matrix-based method (e.g. an agglomerative method) is applied to perform the clustering [47].

It is impossible to arbitrarily establish the number of facial expressions in a sequence of facial images. Therefore, the number of clusters has been estimated from the data, using the standard Bayesian Inference Criterion (BIC) [44]. This is a penalized likelihood criterion which is able to find the best number of clusters as the compromise between the model fitting (HMM likelihood) and the model complexity (number of parameters).

C. PH-HMM modeling: Analysis of temporal evolution

From the extracted set of facial expressions, the PH-HMM is trained. The different PH-HMM emission probability functions (spatial HMMs) model the facial expressions, while the temporal evolution of the facial expressions in the video sequence is modelled by the PH-HMM transition matrix. In particular, for each facial expression cluster, one spatial HMM is trained, using all faces belonging to the cluster (see section V-A). The transition and the initial state matrices are estimated using the procedure described in section IV. The number of states of the PH-HMM directly derives from the previous stage (number of clusters), representing a direct smart approach to the model selection issue.

D. Face verification

The verification of a subject’s identity is straightforward. Captured a sequence of face images from an unknown subject, and a claimed identity, the sequence is fed to the corresponding PH-HMM, which returns a probability value. The claimed identity is verified if the computed probability value is over a predetermined threshold. This comparison corresponds to verifying if the captured face sequence is well modeled by the given PH-HMM.

VI. EXPERIMENTAL RESULTS

The system has been tested using a database composed of 21 subjects. Each subject is requested to vocalize ten digits, from one to ten. A minimum of five sequences for each subject have been acquired, in two different sessions.
The proposed approach has been tested against three other HMM-based methods, which do not fully exploit the spatio-temporal information. The first method, called “1 HMM for all”, applies one spatial HMM (as described in section V-A) to model all images in the video sequence. The sum of the likelihoods represents the matching score. In the second method, called “1 HMM for cluster”, one spatial HMM is trained for each expression cluster, using all the sequences belonging to that cluster. Given an unknown face video sequence, all images are fed into the different HMMs (and summed as before): the final matching score is the maximum among the different HMMs’ scores. The last method, called “1 HMM for image”, is based on training one HMM for each image in the video sequence. As in the “1 HMM for cluster” method, the matching score is computed as the maximum between the different HMMs’ scores.

In all experiments only one video sequence for each subject has been used for the enrollment phase. Full client and impostor tests have been performed computing a ROC (Receiver Operating Curve). Testing and training sets were always disjoint, allowing a more reliable estimation of the error rate. In table I the Equal Error Rates (error when false positive and false negatives are equal) for the four methods are reported.

From the comparative results reported in table I and 2 it can be noted that, including temporal information into the face model, a remarkable advantage is obtained. This finding confirms the importance of a dual architecture for face perception, where both static, invariant facial features and dynamic information are coupled to model the subject’s appearance.

VII. Conclusions

Despite of the simple neural architectures for face perception hypothesized in early neurological studies, the perception of human faces is a very complex task which involves several areas of the brain. The face perception process seems to involve several areas depending on the specific task required rather than on the nature of the stimulus. This task-driven model may be represented by a dual layer architecture where static and dynamic features are analysed separately to devise a unique face model.

The dual nature of the neural architecture allows to capture both static and dynamic data. As a consequence, not only physiological face features are processed, but also behavioral features, which are more related to how the face traits are changing over time. This last property is characteristic of each individual and implicitly represents the changeable features of the face.

A statistical model of the face appearance, which reflects the described dual-layered neural architecture, has been presented. In order to capture both static and dynamic features, the model is based on the analysis of face video sequences using Pseudo Hierarchical HMM. As for the PH-HMM model, the emission probability of each state is represented by another HMM. The number of states has been determined from the data by unsupervised clustering of facial expressions in the video. The resulting architecture is then capable of modeling both physiological and behavioral features, represented in the face image sequence and well represents the dual neural architecture described in [24].

Even though the experiments performed are very preliminary, already demonstrate the potential of the algorithm in coupling photometric appearance of the face and the temporal evolution of facial expressions. The proposed approach can be very effective in face identification or verification to exploit the subject’s cooperation in order to enforce the required behavioral features and strengthen the discrimination power of a biometric system.

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still Image: 1 HMM for all</td>
<td>20.24%</td>
</tr>
<tr>
<td>Still Image: 1 HMM for cluster</td>
<td>10.60%</td>
</tr>
<tr>
<td>Still Image: 1 HMM for image</td>
<td>13.81%</td>
</tr>
<tr>
<td>Video: PH-HMM</td>
<td>9.40%</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still Image: 1 HMM for all</td>
<td>52.38% (11/21)</td>
</tr>
<tr>
<td>Still Image: 1 HMM for cluster</td>
<td>66.67% (14/21)</td>
</tr>
<tr>
<td>Still Image: 1 HMM for image</td>
<td>57.14% (12/21)</td>
</tr>
<tr>
<td>Video: PH-HMM</td>
<td>90.48% (19/21)</td>
</tr>
</tbody>
</table>

**Fig. 7.** The computed ROC curve for the verification experiment from video sequences of faces for the 4 methods reported.
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